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“As for Mina, she thinks that Minho saw a good film.”
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The Now-or-Never bottleneck [1] requires  The guests saw the cake was still being decorated
that ambiguities are managed * CONTAIN relationships maintained i
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Empirically, some reanalyses are easier
than others. In the model, While the guests ate the cake was still being decorated
* the ends of GF paths are easier to * CONTAIN relationships disrupted o R R —
change than intermediate links el [
e sometimes GFs can be reassigned: i v et U
dOeS thIS SU pport featu re_based rather References: [1] Christiansen, M.H. and Chate.r, N. (2016). The now-or-never bottleneck: &éQ [%UI’;TICS,
than atomic representation of GFs? e e o e < | proiocy
Language, Cognition and Neuroscience, 31(1):32-59; [3] Anderson, J.R. (2007) How can UNIVERSITY OF PHONETICS

the human mind occur in the physical universe? Oxford: Oxford University Press. OXFOR




